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* A general NOVA overview and the SCD

involvement in NOvVA and NOVA computing
has been drafted and published in sharepoint

See:

https://sharepoint.fnal.gov/cs/Pages/ComputingAtFermilab/
NOVA-Computing.aspx
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Computing * NOvA Computing

Computing at

Fermilab

Computing Policies

NOvVA Overview & Physics

Computer Security

The NOvA experiment is
Computing Services a new long baseline
Scientific Computing r:euxtrlnogexpenmem

[ to make
Cutting Edge Computing precision measurements

NOvA iz uniquely posiSioned t significantly contribute to cur knowle
zactor due to the surprisingly large value of B3 that has recently bor IO 1¢v ETTF 210 T
Daya Bay, Reno and Double Chooz collabarations. NOVA was zpec

make measurements of electron neutrin appearance and the large  Computing Sector

in large event rates in bath the neutring and anti-neutrino running ca
combining these results, NOvA wil measure the position in theneutt ~ Accelerator Division IT
ascilation plane which can be directly compared to the theoretical ¢
and Inverted mass hierarchies, as parameterized in the CP viclating
allows NOVA to simulianeously access both the mass ordering of th
prabe for CP viclaion aver a large region of the allawed phase spac

In addition. NOVA will make higher precision measures of the 23 mi
neutrinos and anti-neutrinos. This level of precision will aliow NOvA
835 non-maximal. I 8z3

i= non-maodmal then NCvA will also be able to probe the octant to wi
into whether va couples more strongly o the muca or tau flavored i
neutrino sector.

Beyond measuring the fundamental properties of neutrino mixing, N
neutrincs. Cne of he most exciting is the prospect for NOvAbeing i
The neutrinos from supernova have the potensal to expand our und
deaths of starts.

The “ull NOvA technical design report is available at Nova Techrical
Detector Construction

Tha NOvA experiment construct
collecting data from both the Nu

NOCwA at Wark and Nova Far Detecior Cameras

NOvA Computing

The NOvA experiment relfies heavily on state of the art electronics and high speed computing to gather,
Stor and analyze the data from the near and far dotociors. The ics and ing i
NOvA broadly fallz info general categories rolating to cnine data acquisit i remote

for

of the detectors, data management, data cataloging and offine analysiz. Each of these catogaries has

invalved extensive design and development work by the Fermilab sector warking in

with the NCwA project and its colaborating instituticns.

NOvA DAQ Readout System

The NOvA Data Acouisition svsiem was desianed to continucusiv readout and orocess mare than 358.000

of electron neutrino and
anti-neutrino
appearance and muon
neutrino and
anti-neutrino
disappearance in the
NuMI beam. These
measurements will allow
NOVA to probe and
potentially resolve the
neutrino mass hierarchy
and search for CP
violation in the neutrino
sector.

The experiment uses a
combination of two
detectors, a small "near
detector” located at
Fermilab which
measures the initial
composition of the beam
and an enormous 14
kton “far detector” which
is used to detect and

measure the properties of the neutrino after they have traveled through 503 miles of the earth's crust on their way from

s,

letector are combined, they represent a sysiem that is capable

scioes with the boam spills occurring at Fermilab iz a

»m designed, GPS based zysiem that was developed by the
wide a universal time stamp and clock to every electronic

“wall time” fo every hit that accurs on the NOvA detector and are
2am neutrinos.

Fermilab

aents in the DAQ readout chain, 2o that they all have exactly
an advancod locp back schame whare the oxtact propogatian
delays are cakulated from thiz information and uzed to

©ece of readout hardware receives the marker at exactly the

Fermilab to Ash River Minnesota. The comparison of the rates of neutrino interactions between the two detector sites
forms the core of the measurements that NOvA makes and allows the experiment to examine the structure of the

neutrino sector.

December 2010. This detecior was intended %o bnng together all the technical aspects of the NOvA detection
and readout systems o demonstrate their ability o meat the technical speciications of the experiment. The near
datocior profotype has boon uzed extensively t imprave the designs of indvidual parts of the detoctor and t
callect valuable data that is being uzed fo develop reconstruction and analysis algarithms for the far detector.

The NOVA experiment bagan construction of the far detector in the Summer of 2012. Thiz gigantic 14 kion
dotoctcr will begin taking physics data in May 2013 whan the upgrades to the NuMl boam lines have bean
completoly. Inifially the data taking will star with appraximately the first 1/3rd of the detector mass fuly
operational, but will quicidy ramp up to the full detector size over the course of 2013. The full detector will be
comploted in the spring of 2014 and iz scheduled to take data inko the next decade.

For more information an the far detector and to see live photos of the far detector constructions go to:

G4FEBs G4FEBs GAFEBs  64FEBs CAFIDs 64 FEBs
Perdom  Pardcm  Perdom  Perdom Perdom  Perdom

The care companents of the NCvA Sming systom were doployed to Ash River in the winter of 2012 and have boen uzed ta characterize the stability
and parformance of the system.  The full timing sysiem was deployed to the far detecior in the summer of 2012 and has been used to domanzirate
the capability o synchronize the system in zuch a way that unit to unit variation iz well within the technical specifications with a measured value of
less than 8ns.

DAQ Software System

The NOvA DAQ system uses not only cusiom loctranics, but a large suite of custom software that iz responsitie for interaciing with the roadout
hardware and performing high speod event buikling and ftoring. The sofware haz been designed to run diroctly on the data cancentrator medules
under a custom buid embedded Linux operating system that has been optimized for the PowerPC platiorm. This software iz capable of assembing
the input data streams from the 2048 channel regicn of the detector and repackaging i into well defined. fime ordered, Sms Sme windows of data
which can then ba broadcast aver standard Ethornet to a large computing farm that iz housed at the far detector sito.

Shaved Memory Data Driven Triggers System ‘
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15.60m

15.60m

3.90m

3.90

2.60m

Near Detector
Identical to far detector
1:4 scale size
Underground Detector

Optimized for NuMI cavern rates

-- 4x sampling rate electronics

I

Near Det. Protype
In operation 2010-Present on
surface at FNAL in NuMI and
Booster beam line

Far Detector
15 kt “Totally Active”, Low Z,
Range Stack/Calorimeter
Surface Detector
Liquid Scintillator filled PVC
960 alternating X-Y planes
Optimized for EM shower
reconstruction & muon
tracking, X, *40cm, R ,=11cm
Dims: 53x53x180 ft
“Largest Plastic Structure built
by man”
Began construction May 2012
First operation est. Sep. 2012
(cosmics)
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Near Detector /
Identical to far detector
1:4 scale size
Underground Detector

Optimized for NuMI cavern rates

-- 4x sampling rate electronics

2.60m

NOVA Detectors are BIG

Near Det. Protype
In operation 2010-Present on
surface at FNAL in NuMI and
Booster beam line

FJt

Airbus A380-800
Similar size to NOVA

Only 560 tons

Not totally active

Unable to measure 6,

Can not resolve 6,; ambiguity
Optimized for fuel economy
and passenger capacity
Capacity: 853 passengers
Cost: S389M/ea

“Largest commercial aircraft
built by man”

Construction start 2004
First operation Oct. 2007
(Singapore Airlines)
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NOVA Overview
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NOvA 10 and 20 Countours for Starred Point
. . o ;‘1(());;\“3 i . ) NOvA Stage 0 )
Scientific Goals: I vaeyen e Poer 00
sin’263=1.00
Perform precision measurements of the
appearance & disappearance channels:
— — | Inverted Heirarchy
P(v, = ve) P(ie = Ue) 006 .
— i _ t \\a
P(vy = vu) Py — ) 3 L
Combining/Comparing measures allows £ o ™
for extraction of core parameters:
* O, 6,
* &p (matter/anti-matter asym in neutrinos) 002}
* sign(Am?2;,) (Mass Hierarchy) e Qo0
e B, octant (flavor coupling L vs. T) ' it
The large value of 0., greatly improves ~ "® w2 N e
NOvVA’s sensitivities ANy o SV T 5ot
_ 3‘07 'Sm:<(f m>0. /‘\
Among current (and near future) i /
experiments, NOVA is uniquely able to / \
make these measurements AN
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v, Appearance

NOVA early reach
sin’(20,,)=0.095, sin’(26,,)=1.00, §=0 (ver: Apr 2012)
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Far Detector Constr./Ops

 Far det. Construction under
way.
— Delayed start (~2 months)
— Est. Block O finished Sept 5th
* Far Det. Calibration data

taking will start after full

instrumentation of first two
blocks

— Est Nov/Dec 2012

e Computing infrastructure must
be in “production” prior to this

NOVA Focus

o
L. 2

Offline Data Analysis

Significant ramp up in offline
activity

Formation of specific analysis
groups (ve,vu-CC, exotics,
beams, etc...)

Mock Data challenge under
way

Goal to have first analyses
ready 6-8 months after
resumption of beam

(Winter 2014 conferences)

= 30 significance for the v,
(=50 after 1 year)
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OFFLINE/COMPUTING PROJECTS
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Current Projects

8/29/12

CernVM File System (NOvA)
IFBeam Data Services

FIFE Mon

Nova-Jobsub

SAMWeb

DH-ART Integration

FTS for Offline

T NOvVA/IF Projects

o
L. 2

Future Projects

Offline validation system

Offline build system revamp
SAMFS

A.Norman, SCD-Projects Meeting 10
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CernVM File System (CVMEFS)

* Purpose:
— Provide centralized, authoritative software
distributions to NOVA computing sites
 Reduce need for site librarians
e Allow for NOVA offline to run at offsite facilities

* Allow for integration of OSG sites with the NOVA job
submission framework

— Simplify NOVA grid jobs packaging
* Break dependence on Bluearc central disk
* Reduce overhead associated with NOVA grid jobs
» Allow for improved efficiency through local caching




o CVMES

o
L. 2

First customer is NOVA
U.Wisc has provided test CVMFS server for installation
of the NOVA analysis suite

Buy in from SMU for testing/install on their cluster

— currently have a working NOvA offline distro for their
cluster

— SMU integrated with jobsub (OSG template)

Target “go-live” date for SMU/CVMFS running 2"
week November

Goal to have SMU integration be a template for roll
out of NOVA software on other OSG sites

Testing with Fermigrid after proof of concept with SMU
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o NOvVA DBl Revamp

Current DB Interface

8/29/12

Written by J.Paley (ANL)
Simple C++ class

Requires direct connection to
DB server

Does not scale for offline [grid]
processing

Can not handle updates to
conditions data and
calibrations

Does not meet NOVA
performance requirements

o
L. 2

New Interface

Driven by requirements
document generated by NOVA

e Designed designed by I.
Mandrichenko’s group

 Web based API with C/C++
bindings and access library

* Indirect DB access (web server
front ends) to allow scaling for
offline/grid applications

* Intelligent caching for
performance

e Based off of IFBeam/Nucondb
model

A.Norman, SCD-Projects Meeting 13
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* First draft of requirements generated and reviewed by NOVA
collaboration (July)

* Second draft of requirements generated by NOvA DB working
group (C.Group, M.Sanchez, A.Norman)
— Internal review (28AUG)

— Requirements separate out actual performance requirements from
MINOS implementation details

 Target beta release of new DBI October 2012

* Production release targeted for go-live prior to March 2013
production re-processing



* Designed to provide at a glance
metrics regarding batch
processing

* Provides both current and
historical information to allow
users to observe trends and
identify problems

e Currently in testing by NOVA
experts for monitoring/
diagnosing Monte Carlo

production and data reprocessing | =sme s o

* Improvements being suggested
by NOVA offline production
managers

* See:
https://fifemon.fnal.gov/

8/29/12

FIFE Mon

OVA Experiment Services Status

| Announcements/Qutages

08-27 02:19 PM | Issues with ListServ have been resolved. url

08-27 08:00 AM | There remains a delay in delivering messages to ListServ mailing lists. Service providers are investigating. url

08-24 01:56 PM | There is a delay in delivering messages to ListServ mailing lists. This began around 9:30am today. Service providers are investigating. url

Batch Details
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* Purpose:

— Provide a high reliability service for collecting NuMl,
Booster operational parameters

— Operate in experimenter space (i.e. outside the ACNET
firewalls and network)

— Provide pseudo-realtime response for control room
monitoring

— Provide long term database for offline analysis

— Be independent of MINOS and MiniBooNE offline
frameworks

e Status
— 2011/2012 data being validated against MINOS system
— Preparing for full production use during 2013 NuMI run
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IFBeam Data Server

U . ™Y —~ o~ e
*§~ embed webpage in ) ‘ G

M Gmail O|FNAL Mail *§ Google Calendar & FNAL 3 FNAL CD i FNAL Phone © ¥ Bookmarks

cl? SCD Cro... |'\“.§ Manuscri... I@ CS-doc-... |rrq"|;r5 http...ova/ |M|Q 4
IF Beam Data Server

Home | Data | Dashboard | Monitor | A9 Monitor | DB Status | Browser | Bundles | Login

|[FBeams

000
File View

X! IFBeamQuery

—Beam Readout Setup

Beam Setup
Readout Bundle: [numi_pnysics -] cache(s) [e00 o
Standard Devices: [e:nstino =

Readout Device: IE;TRTGTD

Readout Time:

I Mar 28 2012 17:52:57:365 ::I

 Auto-refresh
Event Timestamp Interval | Fast avg | Slow avg
e,8f |2012-08-28 18:01:20.000 (0.55 sec ago) |1 1 1
e,a9 |2012-08-28 18:01:18.025 (2.29 sec ago)|3 3 2.93
p,5000 |2012-08-28 18:01:19.093 (0.61 sec ago)|5 5 5
Version: v3_0
&) Find: figure +/Next A Previous \\, Highlight all [] Match case 4

Web Based Interface for control room
monitoring needs

8/29/12
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C/C++ software API for offline analysis
and custom applications 17



